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Dispersion Analysis of Single-Crystal Diffraetometer Measurements. 
I. Methods of Investigation 
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It is shown that the distribution of symmetry-equivalent reflexions around their mean value can be 
compared with their expected distribution using the Z z test. Three methods are offered to investigate 
any part of a data set for significant differences in the variance of the counting statistics and thereby 
for systematic errors. These methods are applied to a test example. Also, the distribution of repeated 
measurements of pulse rates is investigated. 

1. Introduction 

In diffraction experiments with single crystals the in- 
tensity I of a diffracted beam can be measured by count- 
ing the pulses. The single measurements (R) are distrib- 
reed around their expected value E(R) according to 
the Poisson statistics. For larger counting rates (>  100 
counts) the Poisson distribution becomes a special 
normal distribution in which the variance V(R) is equal 
to the expected value E(R). Such counting rates are 
normally used for intensity measurements with single- 
crystal diffractometers. The intensity I of a reflexion 
is calculated from normally distributed pulse rates (Rn) 
using the linear combination 

m 

I = ~ a n R n  . (1) 
n 

Therefore, I is normally distributed too. The variance 
V(I) can also be calculated from the variances V(Rn) 
(Linder, 1964)" 

m m 

V(I)= ~aZnV(Rn) ~ _ ~aZRn . (2) 
n n 

The intensity measurements of symmetry-equivalent 
reflexions can be interpreted as a pseudo-repetition of 
the intensity measurement of one single reflexion. The 
mean value I and the estimated variance V'(1) (square 
of the estimated standard deviation) of a single meas- 
urement I can be calculated from a group of symmetry- 
equivalent reflexions (K members) using equations (3) 
and (4): 

k 

I =  ~ I,, 
k (3) 

1 k 
V'(I) - ~. ( l -  In) z . 

k -  1 n 

The expected value of the quotient 

V'(I) V'(I) 
t ~ s  

n k ,, aT~Rn 

v'q) 
v"(/) 

(4) 

- r (5) 

is approximately equal to 1, if the deviations from E(I) 
are due to the counting statistics only. V"(I) is desig- 
nated as the expected variance of a single measurement 
I in contrast to the estimated variance V'(1) of equation 
(4). Y may vary over some orders of magnitude (Abra- 
hams, 1964), because k, the number of measurements, 
is normally too low for the purposes of statistics. 
Therefore, it is impossible to use Y for the analysis of 
systematic errors. To avoid these difficulties the X z test 
may be applied. As shown in ~j 2 & 3 o n e  X 2 value cor- 
responds to each group of symmetry-equivalent reflex- 
ions and any number of these groups can be put to- 
gether for only one statement. 

2. Z 2 test of repeated intensity measurements 
of single-crystal reflexions 

The intensity of a single-crystal reflexion may be meas- 
ured k times with a counting tube. Peak count rates 
(Pn) and background count rates (Bn) have equal meas- 
uring time. Pn and Bn are Poisson-distributed. (In the 
notation of equation (1) this means RI=Pn,  R2=Bn, 
a~ = 1, a2 = - 1.) Furthermore it is valid that 

E ( p , , ) = 2 ,  (6) 

E(Bn)=p , (7) 
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and 
In = Pn-  Bn (8) 

Wn = Pn + B , .  (9) 

The expected values and the variances of In and Wn 
follow from equations (6) to (9): 

E(In) = 2 - / 2 ,  (10) 
E(Wn)=V(In)=V(Wn)=2+/2. (11) 

I and Y are calculated from In according to equations 
(3) and (5): 

k 

l ~ (In-/)2 V'(1) 
k - l , = l  

Y =  - (12) 
k v " ( 1 )  " 

1 ~ W n  
k n = l  

The expected value of V'(I) is given by equation (11), 
and the variance 

2 
V[V'(I)]=(2+/2)2 k -  1" (13) 

V"(I) has the expected value (11) and from equation 
(11) the variance is: 

2 + #  (14) v [ v " ( ~ ) ]  - k 

V'(I)/(2 +/2) and V"(I)/(2 +/2) have the expected value 
1 [ef. equation (11)]. The corresponding variances are: 

i v ' ( i ) ~  k 1 
v \ , ~ + / 2 !  - 2 ' (15) 

[V"(I)] 1 
V \ - ~ - ~ ]  = (2-q-/2)/~ " (16) 

The right side of equation (16) is nearly zero for large 
values (2 +#).  Such values are obtained from intensity 
measurements of single-crystal reflexions. Therefore, Y 
has an approximate X 2 distribution with ( k -  1) degrees 
of freedom. 

3. Application of the Z 2 test 

About a thousand intensity values are usually measured 
from a single crystal with a diffractometer. These meas- 
urements can be grouped in symmetry-equivalent re- 
flexions (S groups). The k (k > 2) intensity measure- 
ments In of an S group may be understood as a k-times 
repeated measurement of one reflexion intensity value. 
With equation (12) a x2(S) with ( k -  1) degrees of free- 
dom can be calculated for each S group. These ,z2(S) 
values correspond to upper significance levels (USL),* 
which can be read from Z 2 tables. It is not possible to 
compare the agreement between the expected V"(I) 
and the estimated variances V'(I) with only one zz(s). 
S groups may be ordered to property groups (P groups) 
according to certain view (i.e. increasing intensities). 

* Upper significance level: possibility of the upper tail of 
the Z 2 distribution. 

A x2(P) belongs to each P group. The weight of a state- 
ment, drawn from a xz(P), increases with an increasing 
number of measurements of a P group. S groups with 
only two reflexions can be used, because the large dis- 
persion of V'(I) (eft equation (4); Jeffery, 1964) has no 
effect due to the summarizing (of. equation 17). The 
following methods may be used for the statistical anal- 
ysis of a P group: 

(a) The x2(S) values of all S groups (p members) are 
added and thus lead to the x2(P) value: 

P 
2 zz(P) = ~Zn(S). (17) 

n 

The degree of freedom of xz(P) equals the sum of the 
degrees of freedom of the p P-groups: 

P 

G = ~ ( k n - 1 ) .  (18) 
n 

An USL for the whole P group can be determined from 
this z2(P) value. An approximation formula may be used 
(Abrahams, 1969) for G's not included in the tables. 

(b) If the intensities of the S groups are normally 
distributed, z2(P) belongs to a normal distribution with 
the mean G and the variance 2G (van der Waerden, 
1965). The hypothesis of the agreement of the expected 
variances V"(I) [cfi equation (5)] with the estimated 
variances V'(1) [cfi equation (4)] can be checked by 
comparing Iz2(P) - G I and a[zz(P)] = 1/2G. The hypo- 
thesis should be rejected, if the differences are larger 
than 2a[x2(P)] or 3a[zz(P)]. The probability of agree- 
ment is about 0.06 in the first case and about 0.01 in 
the second case. 

(c) The USL's of the S groups are distributed uni- 
formly over the range 0 -  1 whenever the expected and 
estimated variances agree. The USL's are accumulated 
near zero, if the estimated variances are larger than the 
expected ones. Each z2(P) falls into a fixed interval 
corresponding to its USL, if the range 0 - 1  is divided 
into equal parts. Consider the interval divided into 10 
parts; then the expected value for each part is equal to 
p/lO. The hypothesis of the uniform distribution of the 
zz(P) should be rechecked by a Z 2 test. The degree of 
freedom of this test equals the number of intervals 
minus 1, because the number of measured and expected 
events must agree; thus, one linear relation exists. 

Method (a) contains the full information of the Z z 
test. Method (b) allows an estimation that is sufficient 
for most of the practical applications and can be easily 
programmed for a computer, because values of the 
USL are not needed. Method (c) is not influenced by 
extremely large or small Z 2 values, but only by the 
number of such extreme values. 

4. Test example 

The intensities were measured with an off-line auto- 
matic single-crystal diffractometer of the Siemens 
Company using Nb-filtered Mo radiation. 



538 D I S P E R S I O N  ANALYSIS  OF D I F F R A C T O M E T E R  M E A S U R E M E N T S .  I 

A reflexion intensity of a single crystal was measured 
372 times during 8 hours immediately after starting the 
instrument. The peak intensity was measured with the 
0-20 scan method, while the background was meas- 
ured in a fixed position right and left of the peak with 
equal measuring time for peak and background. As 
Fig. 1 shows the expected and the measured distribu- 
tion do not agree. 

The hypothesis of agreement is clearly rejected (2'2 = 
268, 10 degrees of freedom). It is a reasonable assump- 
tion that the result is due to a long time drift. To check 
this hypothesis five measurements following each other 
were collected in one group. In this way an S group is 
simulated. Each group of 5 intensities, 74 members in 
all, belongs to one P group. 

A z2(S) value was calculated and the corresponding 
USL was read from a table for each group of five inten- 
sities. Then the hypothesis of a long time drift was 
checked with the three methods described in § 3.2'2(p) 
and G equal 338 and 296, respectively. An USL of 0.08 
corresponds to these values. The hypothesis of a long 
time drift may be accepted. Standard deviation o'[z2(P)] 
equals l/2.296=24.2. The difference [2 '2 (p )_  G I =  42 is 
less than 2o'[x2(P)]. This result allows the checked hypo- 
thesis to be accepted. The results of the 2'2 test of the 
2"2 distribution are listed in Table 1. The corresponding 
USL of 0.60 is much higher than expected from the 
results of the other two methods. It is caused by the 
suppression of some extremely large 2'2 values. 

Table 1.2'2 test of  the 2"2 distribution for the groups 
of  5 intensities 

Ex- 
Upper peri- 
signif- mental 
icance mental Expected Dif- 
level values values ference 

0"0<0.1 10 7.4 2.6 
0.1 < 0.2 6 7.4 - 1-4 
0.2 < 0.3 9 7.4 1.6 
0.3 < 0.4 8 7.4 0.6 
0.4<0.5 8 7.4 0.6 
0.5<0.6 9 7.4 1.6 
0.6 < 0.7 2 7.4 - 5.4 
0.7<0.8 9 7.4 1.6 
0.8 < 0.9 6 7.4 - 1.4 
0.9 < 1.0 7 7.4 - 0.4 

Totals 74 74 
Degree of freedom= 10-1 =9. 
Upper significance level =0.60 

Quotient 
6.8/7.4=0.90 
2.7/7.4=0.36 
2.5/7.4=0.34 
0.4/7.4=0.05 
0.4/7.4 = 0-05 
2.5/7.4=0.34 

29.0/7.4 = 3.92 
2.5/7.4=0.34 
2.7/7.4=0-36 
0.2/7.4=0.02 

Z 2 = 6.68 

5. Inspection of the distribution function of the 
utilized single-crystal diffractometer 

Pulse rates should be distributed according to the 
Poisson statistics. For larger pulse rates the Poisson 
distribution changes into a special normal distribution 
in which the mean is equal to the variance. Huber 
(1968) pointed out that so called natural normal distri- 
butions do not follow a Gauss curve exactly, because 
events with low probability are observable too often. 

This effect may be roughly compensated for by an in- 
crease in the expected variance. 

The distribution function of the utilized diffrac- 
tometer was investigated by repeated measurements of 
different pulse rates. The instrument was turned on 
three days before starting the measurements. To reduce 
the influence of power-supply fluctuations, pulse rates 
were measured between 1 and 4 a.m. 

The mean of the lowest pulse rate was 4.9 pulses/ 
measurement. Fig. 2 shows the measured and the ex- 
pected distribution. A 2'2 test of the distribution (Lin- 
der, 1964) results in an USL of 0.7; the hypothesis of 
agreement may be accepted. 

The larger pulse rates were determined by intensity 
measurements of a single-crystal reflexion as described 
in § 4. The distribution of the intensities around their 
mean value is shown in Fig. 3. A 2 '2 test was applied to this 
distribution (Table 2). Fig. 3 shows that more events 

0'4 

.0"2 

. . . .  -4 -~ -2 -1 1 :2 3 4 
Fig. 1. Measured and expected distribution of the intensities 

of a single-crystal reflexion drawn as standard normal 
distribution. Unstable state of the diffractometez. (Mean 
values from 372 measurements: peak 41.134, background 
5.321, intensity 27.254 counts.) 
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Fig. 2. Measured and expected distribution of 783 pulse rates 
with a mean value of 4.9 pulses/measurement. 
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Tab le  2. ,~2 test o f  the intensity distribution 

Intensity measurement with the diffractometer in stable state. N=  179 measurements; intensity mean v.alue, I = 27.249; estimated 
standard deviation a( I )=  195. 

Intensity classes 
I +  no" < I<  I +  (n + 1 ) t r  N(measur ed) N(expected) Difference Quotient 

n = - 3 9 4 + 5 25/4 = 6"25 
- 2 21 24 - 3 9/24 =0.37 
- 1 58 61 - 3  9/61 =0.15 

0 62 61 + 1 1/61 =0"02 
1 22 24 - 2 4/24 = 0.17 
2 4 4 + 2 4/4 = 1.00 
3 2 0 

Totals 178 178 Z 2 = 7.96 
Degree of freedom = 6 -  2 = 4. 
Upper significance level = 0.09. 

fall  in the outer  classes t han  expected f rom the n o r m a l  
d is t r ibut ion.  The,z z test (2 2 = 7.96, 4 degrees o f  f reedom,  
U S L  = 0.09) revealed tha t  the var iance  calcula ted f rom 
the mean  value  o f  the intensit ies m a y  be too small.  
These results are s t rongly  influenced by the few meas-  

a , -  -4  -3  -2  -1 

"0'4 

"0'3 

"0'2 

Fig. 3. Measured and expected distribution of the intensities 
of a single-crystal reflexion drawn as standard normal 
distribution. Stable state of the diffractometer. (Mean 
values from 179 measurements: peak 32-564, background 
5-310, intensity 27.254 counts.) 

u rements  o f  the outer  classes. It  was then  decided to 
calculate  X 2 values f rom 179 peak,  b a c k g r o u n d  and  in- 
tensi ty measurements  using equa t ion  (12). These values 
were 241 ,236 ,  and  221 with a degree o f  f r eedom G =  
1 7 9 - 1  = 178. In all three cases I z 2 - G [  is larger  than  
2a(Z 2) = 21/356 = 36.8. This  and  fur ther  invest igat ions  
(cf. § 3 o f  par t  II  o f  this paper)  show tha t  it  is necessary 
to increase the expected var iance,  i.e. the var iance  cal- 
cula ted f rom the pulse rates [cf. equa t ions  (2) and  (5)]. 
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